THE CREDIT ECONOMY AND THE
EcoNOMIC RATIONALITY OF SCIENCE

Kevin J.S. Zollman*

Forthcoming in Journal of Philosophy
Draft: June 18, 2017

Abstract

Theories of scientific rationality typically pertain to belief. This paper
argues that we should expand our focus to include motivations as well
as belief. An economic model is used to evaluate whether science is
best served by scientists motivated only by truth, only by credit, or
by both truth and credit. In many, but not all, situations scientists
motivated by both truth and credit should be judged as the most
rational scientists.

Understanding rational scientific behavior has long been a central interest
in philosophy of science. Almost all the varied approaches to this problem
share an assumption of passive individualism. There is a single scientist.
The scientist is entertaining several theories which are all live alternatives.
Evidence arrives that might relate to some of those theories, either by con-
firming, disconfirming, falsifying, or otherwise testing one or more of them.

Philosophy of science has focused most of its attention on determining
how individual scientists should respond to evidence. Less attention has
been paid to the more active part of science: where scientists choose what
evidence to seek out. Almost none is given to the other aspects of a scientist’s
life: hiring, grant writing, publication, and so on.
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In part, this focus springs from the distinction between epistemic ra-
tionality and instrumental rationality.! Epistemic rationality pertains to the
rationality of beliefs given one’s evidence and one’s prior beliefs, while instru-
mental rationality focuses on whether an action is proper given one’s beliefs
and one’s ends. Stated crudely, epistemic rationality is exclusively about
beliefs; instrumental rationality includes one’s motivations and actions as
well.

In philosophy of science the focus on epistemic rationality, at the expense
of instrumental concerns, is a mistake. Several scholars have argued that
many central issues in philosophy of science depend on understanding the
rationality of science through both an epistemic and instrumental lens.? I
illustrate this by focusing on one central part of the scientific enterprise: sci-
entists desire to receive credit for their work. I call this the “credit economy”
in science. In this paper, I show that our aims for science are usually, but
not always, furthered by the credit economy.

I. THE ENDS OF SCIENTISTS

What is the purpose of theories of scientific rationality? It is not merely
an empty accolade. Scholars often relate the rationality of science to other
“big” questions in the philosophy of science. If scientists are rational when
they discard one theory in favor of another, science is progressing through
individually rational decisions.® Furthermore, if science is progressing, it be-
comes possible (although not necessary) that science incrementally advancing
toward the truth.

When analyzing the question of the rationality of science, philosophers
usually analyze one question: what are rational constraints on how a sci-
entist changes her mind in light of the available evidence? As an illustra-
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(Boulder: Westview Press, 1996).



tive example, the Bayesian approach to this problem involves assigning prior
probabilities to each available hypothesis and likelihood judgments to each
potential piece of evidence conditional on each theory. A rational scientist,
according to the Bayesian, then modifies her beliefs after receiving evidence
by updating her probability distribution using Bayes’ rule.

A Popperian would reject notions of prior probability. Instead, the sci-
entist has a set of theories that are unfalsified and a particular conjecture
chosen from among the live alternatives. If the evidence falsifies a theory, it
is then discarded and a new conjecture is chosen. Alternatives to these two
abound, but all define the problem of rationality in the same terms. They all
impose constraints on how one changes one’s beliefs or conjectures in light
of evidence.

Indeed, scientists are often asked to reform their opinions because of new
evidence. But, a scientist confronts many decisions that fall outside this
narrow class. During a normal day, a scientist might ask herself: What ex-
periments should I conduct? Should I continue collecting evidence or should
I stop and try to publish? To which journal should I send my paper? How
should T present my findings? Should I apply for this grant opportunity?
Can I afford to hire another postdoc? And so on. Undoubtedly, a scientist’s
beliefs about various theories will bear on these decisions, but her beliefs
alone will not determine the answers to these questions. Issues of instru-
mental rationality run throughout them; a scientist must combine her beliefs
with her goals to arrive at a plan of action.

A philosopher might regard these decisions as outside the purview of a
theory of “the rationality of science.” Scientific rationality, one might say, is
only epistemic rationality; instrumental rationality plays no part. One is free
to define one’s terms in whatever way one sees fit, but to follow this path
would be to diminish the importance of our theories of scientific rationality.

First and foremost, this view would leave out many questions that are
critical to the progress of science. A scientist’s answer to the instrumental
questions influences scientific progress in various ways. If a scientist publishes
erroneous results, she might mislead. If she keeps her achievements secret,
others might pursue dead ends. She might hire another postdoc who would
make a new discovery. Should philosophy of science distance itself from
these instrumental questions, we would open a chasm between our theory of
scientific rationality and scientific progress.

Furthermore, treating scientific rationality as equivalent to epistemic ra-
tionality has the unpleasant effect of making actual science appear irrational.



Kitcher argues that conflating of scientific and epistemic rationality — a view
he calls “Legend” — makes philosophical positions about the progress of sci-
ence needlessly susceptible to criticism.* Decades of sociological study have
demonstrated that scientists are often motivated by considerations beyond
purely epistemic ones. If we insist on Legend, we will find ourselves commit-
ted to the irrationality of most existent and historical science.

The reality that scientists’ are motivated by non-epistemic concerns has
inspired substantial research. Scholars have investigated how scientist’s ca-
reer motivations might influence several large scale decisions in science. These
include how to work with others,® the willingness to engage in sloppy or
fraudulent science, the choice scientific problems,” the desire of scientists to

4Kitcher, The Advancement of Science, op. cit.
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replicate the work of others,® amount of effort to dedicate to a publication,’
and what methodological choices to make.'® Collectively these studies have
shown that real scientists, motivated by things other than truth, will some-
times (but not always) behave in ways that step outside of the narrow path
described by theories of epistemic rationality.

What should we make of this? A tempting solution — advocated by many
— is that science does not progress in the way we thought. In contrast, some
authors have argued that epistemically irrational scientists might best con-
tribute to progressive science. David Hull states the position most emphati-
cally, “Although objective knowledge through bias and commitment sounds
as paradoxical as bombs for peace, I agree that the existence and ultimate
rationality of science can be explained in terms of bias, jealousy, and irra-
tionality.”!! Similar, but softer, positions have been articulated by a range
of philosophers.'?

Whatever one’s opinion about Hull’s claim, it is at least possible that
epistemic irrationality could contribute to scientific progress. In the eco-
nomic domain this was the core idea behind Adam Smith’s invisible hand.
Individual profit maximization, Smith argued, might lead to a society that
is beneficial to its members. Scholars have either explicitly or implicitly
appealed to this idea by arguing that science might progress through epis-
temically irrational actions of scientists.
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I do not mean to suggest that these views should be accepted uncritically.
But the possibility that individual actions aimed at one goal might create
a society that achieves a different end illustrates an important possibility.
Treating scientific rationality as equivalent to individual epistemic rationality,
and analyzing it as such, runs the risk that the rationality of science is
divorced from scientific progress. Demonstrating that individual scientists
are epistemically rational (or irrational) does nothing to establish that the
community of scientists will effectively uncover truth.!* Without a tight
connection between these two, a theory of scientific rationality might become
an exercise in hollow accolades.

One might avoid conflating scientific and epistemic rationality but argue
that an approach for the instrumental rationality of science is already avail-
able. We have a well developed theory of instrumental rationality: expected
utility maximization. For all its flaws, this theory — or a closely related one
— appears to capture many of our intuitions about instrumentally rational
behavior. A scientist is rational, one might say, if her response to evidence
is epistemically rational and if she maximizes expected utility according to
her own goals.

This solution is too weak, however. Expected utility theory is, by design,
neutral with respect to an agent’s goals. In many contexts this flexibility is
a virtue. The theory’s value-neutrality allows its incorporation into liberal
political theories that allow citizens to pursue a life of their own design. But
this feature is less appealing when we think about scientific rationality. A
scientist who aims to minimize the amount of truth she produces is equally
instrumentally rational as one who aims to maximize truth. Both can be
captured as maximizing a utility function. While we might want to regard
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both scientists as equally instrumentally rational, we should not characterize
them as equally scientifically rational. We should exclude some ends.

If we are to develop a theory of instrumental scientific rationality, we must
then pick out those aims for science that contribute to a rational scientific
enterprise. Truth seems like a laudable aim. Perhaps it is the only one.
Adam Smith falsely claimed that great scientists were not motivated by the
accolades of others. This single-minded focus on the truth, Smith argued,
prevents them from developing “factions and cabals.”!®> W.E.B. Du Bois
states this position most clearly when he enjoins scientists to have “but one
simple aim: the discovery of truth.”!6 Call this position the “only-truth”
position.

Real scientists deviate from the norm of pure truth-seeking. Most well
known is scientists’ desire to receive due credit for their work. A scientist
doesn’t merely want to advance knowledge, she wants everyone to know she
pushed us forward. She wants to be known for her discoveries.

Boettke and O’Donnell advocate for a position antipodal to Smith and
DuBois.!” They argue that scientists should be motivated solely by credit
and should ignore truth. “We argue that the only social responsibility of
economists is to maximize their career advancement within the scientific com-
munity of economists. .. Rather than ‘good’ scientists, good rules of scientific
engagement for ongoing contestation of ideas through open, critical discourse
are required.”!® T will call this position the “only-credit” view.

Scientists need not have a single motive, they could have many goals. 1
will here consider a “hybrid” view which argues that the most rational scien-
tists are motivated by truth and credit — they desire both. Where possible,

15Adam Smith, The Theory of Moral Sentiments Eleventh edition (London: Cadel &
Davies, 1812): 213-15.

16W E.B. Du Bois, “The Study of the Negro Problems,” Annal of the American Academy
of Political and Social Science X1: 1-23 at p. 16. It is important to note that the context
of Du Bois’ defense of this aim is different than our focus here, and so the arguments that
follow are not aimed at refuting Du Bois’ reasons even if they put some pressure on his
position. For a more detailed discussion of Du Bois’ philosophy of science, see Bright, “On
Fraud” op. cit.; Liam Kofi Bright “Du Bois’ Democratic Defence of the Value Free Ideal”
Synthese (forthcoming).
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they will try to maximize both the number of truths and the total amount
of credit they receive.

The presence of these different positions open a question: what aims
should we regard as rational aims for scientists? I will show two respects
in which the previous positions are flawed. First, there is no unequivocal
answer to this question — the best motivation depends on the social situation
in which a scientist finds herself. As a result, those scholars who suggest that
there is a single best aim for scientists, always and everywhere, are incorrect.
Second, and contrary to existing discussions, I will show that the closest we
can come to a general correct motivation is the hybrid view, where scientists
are motivated by both credit and truth.

II. FORMS OF CREDIT

Many existing discussions of the credit-motive in science conflate two different
aspects of credit. We should consider the motives of individual scientists
separately from the social norms of the community for how accolades are
distributed. While these two features together determine the behavior of
scientists, they are conceptually distinct and could be modified independently
of one another.!”

This paper focuses on two primary motivations of scientists: they desire
(among other things) truth and credit. Scientists, we presume, are interested
in better understanding some aspect of the world. In addition, they want to
be recognized by their peers for exceptional work. Honest scientists desire
acclaim for their own work; the more devious are happy to take credit for
the discoveries of others. Regardless of their nobility, all else equal, scientists
are happier when they receive more credit.

This motivation tells us little about how scientists will act, however, be-
cause it does not yet tell us how the community confers credit. The sociol-
ogist Robert Merton is duly famous for his investigation into this aspect of
the credit system.?°

The priority rule requires that the lion’s share of credit goes to the per-
son who discovered a phenomena first. A second-place discoverer gets less
(or no) credit even if the discovery was made independently. The Matthew

19Michael Strevens, “Economic Approaches to Understanding Scientific Norms,” Epis-
teme vIII, 2 (2012): 184-200.

20Robert Merton, The Sociology of Science: Theoretical and Empiricial Investigations
(Chicago: University of Chicago Press, 1973).
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effect can be a countervailing influence.?! When discoveries are made nearly
simultaneously, or by teams of scientists working together, most of the credit
is conferred on the more famous of the discoverers.

These two norms for the allocation of credit are independent of the mo-
tivation of the scientists. We could easily imagine alternative schemes for
assigning credit that do not follow either of these rules.?? There are con-
straints. For example, it is often difficult to observe the effort of scientists
directly, we can only observe outcomes.?> As a result, social norms that
reward scientific effort directly are infeasible.

Different social norms for credit conferral may cause different scientific
outcomes.?*  We must, therefore, take care to separate those features of
scientific behavior that follow from the credit-motive alone from those that
depend on the priority rule specifically.

In the following investigation, I take pains to divide scientist’s motivations
for credit from these social norms. Each section makes minimal assumptions
about a credit system needed to secure a result. In this respect, our inves-
tigation is focused most squarely on the credit-motivation and only utilizes
the norms of credit conferral where necessary. The conclusions will be very
general and apply to many conceivable credit systems beyond those that
incorporate the priority rule or Matthew effect.

Furthermore, my focus will be exclusively normative. Many interesting
and complicated questions about the history of these norms remain unan-
swered. Several scholars have offered divergent theories of the emergence of
the priority rule.2’ But, this is not my purpose here. I wish to uncover the

2libid.; Michael Strevens, “The Role of the Matthew Effect in Science,” Studies in
History and Philosophy of Science XXXVI1, 2 (2006): 159-70.

22Gtrevens, “The Role of the Priority Rule in Science” op. cit.

ZPartha Dasgupta and Paul A. David, “Information Disclosure and the Economics
of Science and Technology,” in George R. Feiwel, ed. Arrow and the Ascent of Modern
Economic Theory (New York, New York University Press, 1987), pp. 519-42.

24Kleinberg and Oren “Mechanisms for (Mis)allocating Scientific Credit” op. cit.

25 Albert, “Product Quality in Scientific Competition” op. cit.; Paul A. David “Com-
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ference And The Pursuit Of Fame: A Contractarian Approach,” Philosophy of Science
LXIX, 2 (2002): 300-23; “Cooperation, Competition, and the Contractarian View,” Ethics
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effects, and by extension the normative standing, of the credit-motivation. I
will leave the genealogy of these desires and norms for another time.

When considering scientists’ motivations, there are many perspectives one
might take. This paper will take a social and consequentialist focus. I will
determine the normative standing of the truth, credit, and hybrid motives
by looking at how those motives affect a community of scientists that adopt
them.

As noted in the introduction, scientists make many decisions throughout
their scientific careers. We are unable to analyze how the credit system affects
all of them. Instead, I will focus on two central decisions — the choice of how
much of one’s labor to allocate to science and the choice of which project,
among many, to pursue.

III. SCIENTIFIC PRODUCTION

Our first decision: how much time should a scientist dedicate to her craft?
The knowledge generated by scientific activity has all the hallmarks of a
public good. Ome cannot easily prevent others from acquiring knowledge
without paying — it is intrinsically non-excludable.26 One person consuming
knowledge does not prevent another from consuming it — knowledge is non-
rivalrous.?”

Markets are notoriously bad at incentivizing the creation of public goods,
because it is difficult to recover the cost of production.?® Dasgupta, David,
and Stephan argue that one important consequence of the priority rule is to
solve this public goods problem.?* They point out that the priority rule con-

26By “intrinsically non-excludable” I mean that without government intervention it is
non-excludable. Patents and copyrights are one method of converting non-excludable
knowledge into intellectual property which is excludable.

2TThis observation goes back at least to Thomas Jefferson who said, “He who receives
an idea from me, receives instruction himself without lessening mine; as he who lights his
taper at mine, receives light without darkening me” Thomas Jefferson “Letter to Isaac
McPherson” reprinted in Philip B. Kurland and Ralph Lerner The Founders Constitution
vol. 8 (Indianpolis: Liberty Fund, 2001).

28This represents the central argument for the government to fund scientific research in
Richard Nelson, “The Simple Economics of Basic Scientific Research,” Journal of Political
Economy LxvIL, 3 (June 1959): 297-306.

29Partha Dasgupta and Paul A. David, “Toward a New Economics of Science,” Research
Policy xxi111, 5 (1993): 487-521; Paula E. Stephan, “The Economics of Science,” Journal
of Economic Literature XXX1v, 3 (1996): 1199-235.
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verts the non-rivalrous and non-excludable good, knowledge, into a rivalrous
and excludable good, priority. A scientist can prevent others from claiming
priority and if she enjoys priority for a discovery, no one else can. In this
way, they argue, the priority rule helps to mitigate the public good problem
inherent in knowledge production.

In this section, I will argue that the credit-motive is more central to this
issue than the priority rule norm. The priority rule is not unique among
ways of apportioning credit. Any system that tracks (on average) the effort
of the scientists will achieve this end. So, while the priority rule represents
one way of solving this problem other credit norms would as well.

III.1. Professor Crusoe. Although our ultimate goal is to understand a
scientific community, it will be helpful to start by considering a society with
a lone scientist, Professor Crusoe. Crusoe has a simple choice, he must decide
how much effort to dedicate to scientific activity and how much to leave to
other things. Time is limited. He values scientific pursuits because he desires
truth. Crusoe also enjoys acquiring food and engaging in leisure activities.

To model this, Crusoe will choose a percentage of his total time, x € [0, 1]
to dedicate to science, leaving the remaining effort for other things. Dis-
playing an academic’s biases, I will henceforth call all non-science activities
“leisure.”® Crusoe has a focal scientific project where he will dedicate his
scientific activity. This project may succeed at revealing some important
fact about the world, or it might fail. Crusoe can affect the probability his
project succeeds with more effort, but he cannot guarantee success.

Crusoe has a utility function over his available choices. Assume the func-
tion is additively separable, it takes the form w(z) = s(x) + l(z). s(x)
represents joy from scientific discovery and [(x) represents the joy of leisure
activities.

These already impose constraints on Crusoe’s preferences. First, his pref-
erences must be amenable to representation by a utility function. Given the
uncertainty of science, this means that Crusoe’s preferences over uncertain
prospects obey one of the standard decision theories which allow such a rep-
resentation. Furthermore, we constrain his preferences to those that can
be broken into two different parts which combine via addition. While this

30Leisure denotes anything that Crusoe does that benefits him alone without benefiting
other scientists. This might even include scientific work on topics that only interests
Crusoe, work that is kept secret, and work done for industry.
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strikes me as a reasonable assumption, at least for illustrative purposes, it is
not completely above reproach.

Crusoe’s labor should increase the probability that his scientific project
succeeds, and Crusoe wants his project to succeed. This entails that s(z)
is increasing with z. Crusoe also enjoys leisure, which entails that I(x) is
decreasing in x because as he dedicates time to science, he has less time for
leisure.

Finally, both leisure and science feature decreasing marginal gains. In the
case of leisure, this might because as he spends more time on leisure activities
the less joy he takes in them — he gets bored. With science, he may exhaust
the “low hanging fruit” — easy ways to further improve the probability that
his scientific project succeeds. Each next bit of effort improves his scientific
prospects ever less. This assumption about scientific effort was first made by
Pierce:

We thus see that when an investigation is commenced, after the
initial expenses are once paid, at little cost we improve our knowl-
edge and improvement then is especially valuable; but as the in-
vestigation goes on, additions to our knowledge cost more and
more and at the same time are of less and less worth... All the
sciences exhibit the same phenomenon; and so does the course of
life. At first, we learn very easily, and the interest of experience
is very great; but it becomes harder and harder and less and less
worthwhile, until we are glad to sleep in death.?!

In order to provide a concrete illustration, let s(x) = /z and [(x) =
ay/1 — x. The variable a represents the value of leisure relative to science.
When 0 < a < 1, we will say that science is more valuable than leisure.
Conversely, when a > 1 leisure is more valuable. (These functions are used
for illustration. I generalize the results in the appendix.)

Crusoe will maximize his utility function. This occurs when

1

x:1+a2

31Charles Sanders Peirce “Note on the Theory of the Economy of Research” in Report
of the Superintendent of the United States Coast Survey Showing the Progress of the Work
for the Fiscal Year Ending with June, 1876 (Washington, DC: Government Printing Office,
1879), pp. 197-201 at 198.
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This equation captures the predictable consequence of our assumptions: as
leisure becomes more valuable, Crusoe dedicates less effort to science.

Crusoe deserves no criticism for this. Crusoe maximizes scientific pro-
ductivity for himself. No one else is affected; why should he do more? On
the island, credit has no use. All this changes when the population of the
island grows.

II1.2. A scientific community. Now suppose a community of individuals,
each of whom must allocate time to scientific activity. The scientists in this
community embody Du Bois’ ideal: they care nothing for credit. When it
comes to science, all they desire is to produce truth. Like Professor Crusoe,
they care about other things in their lives outside of science, however.

Let us begin by supposing a simple society with two scientists. One
allocates x amount of time to science while the other chooses y. Both desire
truth, so they gain from one another’s contribution to science. But they do
not enjoy the other’s leisure — this is private.

The first scientist’s utility is given by this equation:?

w(z,y) =vr+y+avl—z

The utility function for scientist 2 is the identical except with x and y
swapped.®® Effort in science is additive: both scientists are equally good
at science and they don’t have synergistic effects.

Like before, our scientists must choose how much time to allocate to sci-
ence. Unlike with Crusoe, each scientist’s choice is influenced by the behavior

32The astute reader will note that the first term, \/z + y is not a probability because it
can take values above 1. We have therefore violated description of the model from above.
This is not a problem, because one can modify a utility function by multiplying by a
positive constant without any loss of generality. So, while I do not express it here for ease
of calculations, one can assume that this utility function is multiplied by % in order to
keep the first term below 1.

33In our operationalization of the only-truth conjecture we have assumed that scientists
care about truth in itself. This assumption makes our scientists maximally ideal — they
don’t care who produces the truth, only that truth is produced. Kitcher calls these sci-
entists “altruistic,” but I will not use this term here. In particular, my scientists are not
altruistic toward one another — neither scientist takes pleasure in the leisure of the other.
I believe this utility function represents what most proponents of the only-truth position
have in mind. Kitcher’s target was slightly different, and as a result he made different
assumptions. The contrasts with Kitcher will be discussed in more detail in section 4. See
Kitcher, The Advancement of Science, op. cit. at p. 311, footnote 7.
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Figure 1: An illustration of the gap between the socially optimal amount of
scientific production and the Nash equilibrium relative to the value of leisure,
a.

of the other scientist. For example, the first scientist maximizes her utility
by setting:
1—ya
1+ a?

(The equation for scientist 2 is the same with z and y reversed.) If scientist
1 allocates a significant amount of time to science, then scientist 2 will be
happy for 1’s effort and allocate more time to her own leisure.

To determine how rational scientists will behave, we find an allocation
that is simultaneously optimal for both scientists — the Nash equilibrium of
our scientific game. Consider the allocation where both scientist dedicate
the same amount of effort. This is known as the symmetric Nash equilibrium
and occurs when:

1
14 2a?

For Crusoe, we were in no position to criticize his decision. After all, he
was alone on the island — he owed nothing to anyone else. But now, there
are two people. Even though they are both doing some science, they both
might be unhappy with their situation.

.’L":y:
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In fact, they are. Both scientists would prefer that they instead choose a
higher level of effort in science. Figure 1 illustrates the gap between the indi-
vidually rational allocation (the Nash equilibrium) and the socially optimal
allocation.

This problem arises because in this model a public good — science — is
produced by paying a private cost — the loss of leisure. Both scientists would
prefer that they both dedicate more to science. But the situation where they
do more is unstable because each would have an incentive to cheat. Given
the choice, each scientist will allocate a little less to science. When both
cheat, they are both made worse off.3* Situations of this form are familiar
from social dilemmas like the Prisoner’s dilemma. The truth-only position
is susceptible to the public goods problem. If scientists only find value in
truths produced by science, then science will be under-produced.

The notion of social optimality I use considers only on the two scientists
in this model. If our island were inhabited with other non-scientist citizens
who also desired to know the truth, but could not produce it, the situation
would be even worse. The non-scientists would desire more science but would
not gain from the scientists’ leisure.

One might criticize our simple model for a number of reasons: there are
only two scientist, they are both identical in their ability to do science, and
they both care about leisure to the same degree. The general conclusion I
reached does not critically depend on these assumptions. In the appendix this
result is presented with a high degree of generality. The underlying public
goods problem remains with more scientists, with scientists who differ in
terms of ability and their desire for leisure, with different scientific production
functions, and with many leisure functions.

In these models we have taken the scientists preferences as fixed and
exogenous to our models. This need not the be case however. It is well
understood that our current process of education, hiring, and tenure serves
to drive out those academics who have too strong a preference for leisure.
While deserving of study in its own right, this fact does not change the
central result of this section. Even if our scientists care little for leisure, they
would face a social dilemma. Only if our scientist were completely bored by
all leisure activities would the dilemma vanish.

These models treat the population of scientists as stable and unchanging.

34Formally speaking, in this context the socially optimal state Pareto dominates the
Nash equilibrium.
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Of course, new people join the scientific community while others depart. If
the new scientists had exactly the same abilities and preferences for leisure
as those who depart, the model would not change at all (scientists with iden-
tical ability and preferences are interchangeable). If the younger generation
had structurally different preferences, the location of the equilibrium would
shift over time, but the social dilemma would remain. So long as the popu-
lation settled near the Nash equilibrium, the scientists would all regret their
situation.

But, should we expect the Nash equilibrium to predict how a population
will behave? The Nash equilibrium concept, as a solution to games, is often
criticized. It is said that the use of the Nash equilibrium presumes a signifi-
cant amount of knowledge on the part of the various participants. While the
most common way of motivating Nash equilibria involves substantial knowl-
edge and foresight, research into evolutionary game theory has shown that
lower rationality learning often — but not always — results in Nash equilibrium
play.®®

If individuals are maximizing relative to their beliefs but are systemat-
ically wrong, one might find a different outcome. Perhaps scientists have
incorrect beliefs about the choices of others or perhaps they have false beliefs
about the effect of their scientific labor.®® Our modeling assumptions may
not be robust to alterations of this form, but space prevents a full exploration
of this here. Moving beyond the question of whether we should expect peo-
ple to play the Nash equilibrium, relying on individuals’ ignorance to solve
a problem does not represent effective social design.

I1.3. Adding credit. Our scientific community confronts a public goods
problem. Dasgupta, David, and Stephan argue that the priority rule solves
this difficulty. While I will show they are correct, their argument is overly
narrow. The motivation for credit, I argue, provides a solution to the public
goods problem, and this solution would persist under a large number of
different credit allocation norms.

To add credit to our model scientific community, we must create a func-
tion to represent how much scientific credit, on average, is distributed to a

35For a systematic presentation see William H. Sandholm Population Games and Evo-
lutionary Dynamics (Cambridge: MIT Press, 2010).

36See Ryan Muldoon and Michael Weisberg, “Robustness and Idealization in Models of
Cognitive Labor,” Synthese CLXXXIII, 2 (2010): 161-74.
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scientist given her and her colleagues’ effort. Recall, when scientists 1 and
2 dedicate x and y to science respectively, the probability of success is pro-
portional to /= +y. We might assume a credit system works like this: if
the project fails, no credit is given. If the project succeeds each scientists
receives credit relative to their contribution to the success of the project.
This might take many forms, for illustration assume that credit is divided in
proportion to their marginal contribution — the increase in the probability of
success attributable to each scientist’s effort.

Scientist 1’s utility function will now be uy(z,y) = /= +y + av/1 —x +
c1(x,y). The credit part of scientist 1’s utility function is:

alr,y) =cvr+yVr+y—v)

Where ¢ represents how much scientist 1 enjoys credit. (Scientist 2 has the
same function with z and y transposed. )3

Each scientist is assigned credit based on how much she unilaterally adds
to the success of the project (that is the increase in success probability from
her contribution, holding fixed the contribution of the other). This is not the
only way to assign credit. An alternative credit function might divide the
total probability of success between the two scientists in proportion to their
effort. In the context of this problem, this does not alter the conclusions.
However, in the subsequent section these decisions will become important.

We assume that the scientists care about credit intrinsically — that is
their desire for credit is not founded in other things that credit produces.
Scientists might desire credit because it affords them greater opportunities
to travel, more income, or some other tangible asset. This would complicate
the model, because credit could be transformed into leisure at a later date.

Each scientist is maximizing the sum of their desire for truth, their desire
for leisure, and their desire for credit. Intuitively, the desire for credit should
increase scientists’ contributions to science since credit represents a second
benefit from scientific activity. By engaging in science the scientists gain
knowledge — which they continue to desire — and they also gain a chance at
credit.

The expression for the Nash equilibrium for our truth and credit seeking

37The same caveat about multiplicative constants from footnote 32 should be applied
here.

38Some exploration of this idea has been done by David M. Levy, “The Market for Fame
and Fortune,” History of Political Economy XX, 4 (1988), 615-25.
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Figure 2: An illustration of the Nash equilibria for a two-scientist economy
relative to the value of credit, c.

scientists is more complicated and not particularly illustrative.?® Figure 2
illustrates the underlying result. As credit becomes more valuable, scientific
productivity increases. Once the scientists desire truth to a sufficient degree,
they produce science at a rate equal to (or greater than) the rate desired by
the truth-only motivated scientists.*’

Figure 2 also illustrates how scientists would allocate their effort if they
cared solely for credit. Unsurprisingly, if scientists did not care about truth,
they would spend less time on science than if they cared about both truth
and credit.!

This provides a strong argument against the only-truth position. Science
and scientists are benefited when scientists desire both credit and truth.
Scientific productivity increases as the desire for credit (¢) grows. The more
scientists seek credit, the better.?

39A11 relevant equations will be provided in a supplementary Mathematica file.

40These results are not unique to this particular way of allocating credit. The appendix
illustrates that many credit allocation norms function in the same way.

4I'Whether or not the truth-only or credit-only scientists allocate more to science will
depend on the value of leisure, a, and credit, c. For some values the credit motivated sci-
entist will allocate more to science, for other values the truth-motivated ones will allocate
more.

42Tn passing, Congleton notes that status-seeking behavior can help to serve the pub-
lic good when those seeking status — in this case scientists — produce something that is
beneficial to others. Although the underlying approach is quite different, this is a sim-
ilar observation to the one made here. See Roger Congleton, “Efficient status seeking:
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This model provides a slightly weaker argument against the only-credit
position. Unless the scientists desire for credit is very strong, credit will
provide an insufficient motivation to produce science. The truth-motivation
provides a helpful, but not necessary, supplement to the credit-motivation.

All of these statements are true within the model just presented, but real
science is more complicated. Scientists are usually not restricted to a single
project. Will these same conclusions hold true if the model becomes more
realistic?

IV. CHOOSING PROJECTS

Perice was the first to recognize the importance of allocating one’s labor
between several potential research projects.*> He also saw that this question
has a distinctively economic dimension because it requires the comparison of
various costs and benefits.

In many scientific domains, one can approach a problem in may ways:
there may be multiple ways to synthesize a molecule, to discover the struc-
ture of a hidden part of nature, or to develop a theory to explain some
phenomena. Furthermore, because science has a high degree of uncertainty,
one will not know ahead of time which approach will ultimately succeed. In
such situations it maybe optimal to divide labor between both projects to
maximize the probability that at least one of the projects succeeds.**

Polyani asserts that the truth-motive of scientists achieves this optimal
division of cognitive labor.*> He therefore thinks that truth-motivated sci-
entists are in need of no external guidance about what projects to pursue.
Regarding the credit-motive, Kitcher and Strevens argue that the priority
rule achieves a near-optimal allocation of scientists between different research

programs. 46

Externalities, and the evolution of status games,” Journal of Economic Behavior and Or-
ganization X1, 2 (1989), 175-90 at p. 185.

43Peirce “Note on the Theory of the Economy of Research” op. cit.

4“4 Dasgupta “The Economics of Parallel Research” op. cit.; Kitcher, “The Division of
Cognitive Labor,” op. cit.

45Polanyi“The Republic of Science” op. cit.

46This is in contrast to an argument from Dasgupta and Maskin. They suggest that the
priority rule leads to waste because it encourages two scientists to correlate their research
programs successes or failures. This possibility is not represented in Kitcher’s and Strevens’
models, and it is not addressed in the model presented in this paper. See Partha Dasgupta
and Eric Maskin, “The Simple Economics of Research Portfolios,” The Economic Journal
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If Kitcher’s and Streven’s claims are true, it would undermine the only-
truth position further. Not only would the desire for credit serve to motivate
scientists to do more science, it would also motivate them to distribute their
labor within science in a beneficial way. This section will show, however,
that Kitcher and Strevens cannot be marshaled against the only-truthers in
this way — the truth-motive optimally distributes labor without supplement.
So as a result, credit can at best have no effect. Some systems of credit, like
the one used in the last section, are instead counterproductive.

IV.1.  Professor Crusoe, reduz. Let us return to Professor Crusoe. For the
moment suppose he is no longer contemplating how much effort to invest in
science — he has made this decision already. He now must chose what fraction
of his scientific work to dedicate to one of two projects, s and t. Let x now
represent the proportion of his effort dedicated to project s.

I will again assume separable additivity, which here is a much more signif-
icant assumption. Many scientific problems with multiple approaches might
feature a synergy whereby contribution to one project helps another.*” We
will set these aside and assume Crusoe maximizes the following utility func-
tion u(z) = s(x) + t(x). s is increasing and ¢ is decreasing in x and both
feature decreasing marginal returns.

This section will use the same illustrative model from section III. There
are now two scientific approaches to a single focal problem. Crusoe would
like to solve the problem but does not know which approach will ultimately
succeed. The scientist’s work on an approach increases the probability of
success. Crusoe wants to solve the problem, but does not care how that end
is achieved.

Following the model of the last section, suppose s(z) = /= and t(z) =
bv/1 — x. Parallel to a in the context of leisure, b can be said to represent
the relative quality of project ¢.*® In this model, Crusoe can divide his labor

xcvil, 387 (1987): 581-95; Kitcher, “The Division of Cognitive Labor,” op. cit.; Kitcher,
The Advancement of Science, op. cit.; Strevens, “The Role of the Priority Rule in Science”
op. cit.

47Strevens, “The Role of the Priority Rule in Science” op. cit.

48 Again we have the same slight abuse of mathematics noted in footnote 32. For many
values of b, the total probability of success will be above 1, and thus not really a probability.
As before, the reader is asked to assume that the utility function is multiplied by a constant
to reduce the highest value to less than 1. We are making a further assumption that the
projects are mutually exclusive — the probability that at least one of them succeeds is
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between two projects without penalty. In some real contexts, this division
of attention might be difficult. We are setting these concerns to the side for
the purposes of philosophical exploration.

The mathematics for Crusoe is identical to the previous model. We have
just reinterpreted leisure as a second scientific project. As before, we cannot
criticize our lone scientist. Crusoe allocates his labor optimally because he
is the only person who stands to benefit. The parallels disappear when we
turn to the community of scientists.

1V.2.  Another scientific community. Now there is a second scientist who
also must allocate her labor between s and t. The utility for scientist 1
changes because scientist 1 benefits from scientist 2’s work on both projects

s and t.
ur(z,y) = Vo +y+by/2—z—y

This minor change also affects the symmetric Nash equilibrium, which is

now,
1

Ty
More importantly, the optimal allocation is identical to the Nash equilibrium.
That is, the scientists are individually choosing to allocate their labor in the
best way possible. In the appendix we show that this is general result that
does not depend on the particular functions s(z) and ¢(z) chosen here for
illustration.

As was the case with the choice between a single project and leisure, this
qualitative result would remain even if the population of scientists changed
over time. As new scientists entered or left the population, the location of
the equilibrium would change, but it would also coincide with the socially
optimal state.

How does this result square with the claims of Kitcher and Strevens?4?
Let us start with the latter. There is not significant disagreement with

given by the sum of the probability that each succeeds on its own. Our utility function is
also a close approximation when they are not mutually exclusive but the probability that
either project succeeds is very small.

490ne superficial difference is that Kitcher and Strevens restrict scientists to allocate
all of their labor to one project rather than allowing them, as I do, to split their efforts.
While this will make a different to what counts as the optimal distribution in a given
situation, it seems unlikely to alter the relative quality of the only-truth, only-credit, and
hybrid position.
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Strevens. Strevens’ project is to compare different systems of credit allo-
cation in order to determine which, among many, credit systems would be
superior. Strevens does not explicitly consider the motivation for truth. So
our model does not contradict his, since he does address the truth-motive
directly.

Kitcher on the other hand, takes himself to be addressing a closely related
issue. In his earlier paper, he considers three ways for a truth-motivated
scientist to choose between two scientific projects.’® The first and second
strategy involve the scientist choosing the “intrinsically” better project.’! In
our illustrative model a scientist would allocate all her effort to project s (i.e.
choose z = 1) if b < 1 and allocate all her effort to project t (i.e. choose
x=0)if b> 1.

Why should scientists choose such a bad approximation of the rational
strategy? One possibility, Kitcher argues, is that scientists may be ignorant of
the allocations of others. This might lead to the simplistic choice strategies he
describes. This possibility has been explored in some detail by Muldoon and
Weisberg.”? Even in the case of partial ignorance, Muldoon and Wiesberg’s
results question the degree to which credit-motivated scientists would be
superior to truth-motivated ones.

Kitcher’s third method from his earlier paper is the method we describe
here — a scientist allocates her time where it would maximize the total proba-
bility of success.?® Later, in The Advancement of Science, Kitcher recognizes
that truth-motivated scientists will lead to an optimal distribution, but he
argues that no contemporary scientist is motivated solely by truth.>* Since
our current question is a normative one — should scientists be so motivated
— this objection is not relevant here.

IV.3. Adding credit. Even though credit could not improve the situation,
we should investigate what would happen if scientists seek credit. This moti-
vation cannot be productive — the scientists are already performing optimally
without it. So, at best, the credit-motive has no effect. Otherwise the desire

50Kitcher, “The Division of Cognitive Labor,” op. cit. at pp. 13-14.

51For the interested reader the first strategy is described at the bottom of page 13 and
the second strategy is that numbered “(1)” on the top of page 14.

52Muldoon and Weisberg “Robustness and idealization in models of cognitive labor,”
op. cit.

53Kitcher, “The Division of Cognitive Labor,” op. cit.

54Kitcher, The Advancement of Science, op. cit., p. 344, footnote 26.
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for credit will disturb a well functioning scientific community.

Assume a credit system identical to the one in section III. Now there are
two scientific projects, s and . If project s succeeds, then the scientists are
rewarded proportional to their marginal contribution to project s. Similarly
for ¢; if this project succeeds, each scientist receives some credit.?

Formally the credit function for project s is:

csa(@) =c(Vaty (Ve t+y—Vvy))

And the credit function for project t is:

cm(x):c<b\/2—x—y(b\/Q—x—y—b\/l—y>>

We can again solve for the Nash equilibrium where scientist care both
about truth and credit. A general statement of the solution for all values of
the variables is unwieldy. But we can graph the solution for particular values
to get a sense of the effects of this credit system.

I will focus on the case where ¢ = 1, where the scientists care as much for
credit as they do for truth. Figure 3 illustrates the problem with this credit
rule, it encourages an overallocation to the superior project. Strevens found
the same effect in his model.*®

The credit-only view fares worse. Scientists motivated solely by our credit
function — who care nothing for truth — will almost always allocate all of their
labor to one project. The only exception occurs when both projects have
identical probability of being successful, when b = 1. (This result is proven
in the appendix.)

This is a feature of the particular credit function we chose. Our credit
function only gives credit for effort if the project is successful. If the project
fails, scientists receive no credit for their effort. This choice is reasonable as
it tracks how actual credit works, effort that produces no scientific results
rarely receives acclaim.

55Following Kitcher and Strevens, I assume that there is a single goal that either project
could achieve and that the credit conferred is the same if project s succeeds as it is
if ¢ succeeds. Kleinberg and Oren consider a model where the amount of credit given
depends on the project and where scientists are solely motivated by credit. They show
that scientists will allocate their labor optimally for some ways of conferring credit, but not
for others. See Kleinberg and Oren “Mechanisms for ( Mis ) allocating Scientific Credit”
op. cit.

56Strevens, “The Role of the Priority Rule in Science” op. cit.
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Figure 3: An illustration of the Nash equilibria for a two-scientist, two-project
economy varying the relative quality of the two projects.

If we had not made this assumption — if scientists were rewarded for their
marginal contribution to each project regardless of the project’s ultimate
success — we would have a different result. With this credit norm, scientists
desire for credit won’t affect the final allocation. In this case, the truth-only,
credit-only, and hybrid views all result in the same outcome.

In contrast to section III, this model gives a weak defense of the truth-
only position. When the public goods problem is set aside, optimal scientific
communities can be comprised by scientists motivated solely by truth. Those
who are motivated (partially or entirely) by credit might opt to over-allocate
their labor to safer alternatives. Whether this occurs will depend on the
social norms governing the distribution of credit.

V. TwWO PROJECTS WITH LEISURE

The preceding two models pull in two directions with respect to the truth-
motivation of scientists. Focusing on the public goods problem, the credit-
motivation appears productive. When we look at the issue of allocation of
effort to multiple project we see that the credit-motivation would have at
best no effect and at worst lead to a systematic misallocation of scientific
work. Real scientists face both choices. At home on a Saturday afternoon,
one must choose whether to work and one’s topic for the day. Can we make
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Figure 4: A comparison of the scientific output of three scientific groups. In
all cases, a community of two scientists is choosing between two scientific
projects and leisure. The y-axis represents the total scientific output, inter-
preted as a rescaled probability. In this diagram b = 0.5 and ¢ = 1 (for the
hybrid and credit-only curves).

any general pronouncements about the value of credit in this setting?

Utilizing the illustrative models from the previous two sections, we can.
Scientists will make a three way choice between leisure, project s, and project
t. One result is pictured in figure 4. The y-axis of this figure represents a
rescaled probability that one of the projects succeeds.

When a is low — when the value of leisure is much less than the value of
science — the credit-motivation has negative effects. The credit-motivation
increases the total amount of labor allocated to science, but this motive also
systematically misallocates labor between the two projects. When leisure is
not particularly enjoyable the negative effects of the latter swamp the former.
In such cases, the truth-only position wins out.

As a grows, however, the relative costs and benefits reverse. Now as
leisure becomes more valuable, scientific productivity is benefited by a hy-
brid credit- and truth-motive. While credit still leads to a misallocation of
labor between the two projects, this harm is swamped by the gain from in-
creased effort. In these cases, the credit-only position continues to do poorly.
Scientists motivated solely by credit fail to produce enough to overcome the
radical misallocation of effort between two scientific projects.

These results are for the credit system where only the successful project
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receives credit. Had we used a system of credit allocation where even the
unsuccessful project was awarded credit, then the hybrid view would outper-
form the truth-only position no matter what is the value of leisure. Similarly
the hybrid position would outperform the credit-only position, but only be-
cause the desire for truth gives an extra incentive to do more science.

VI. CONCLUSION

While we have not provided an in-all-cases argument against the truth-only
position, defenders of this view find themselves on difficult terrain. Relative
to these models, the truth-only view results in a well functioning scientific
society only when scientists have little to distract them from science.

While perhaps independently wealthy scientists of a past era might have
eschewed other activities, today’s scientists face complex labor trade-offs with
family, teaching, private consulting, and true leisure. The complexity of
modern life, the requirements of teaching and university administration, and
the demands of work-life balance for professionalized scientists have created
a situation where non-scientific endeavors occupy more of our time. In such
a case, the credit-motive appears to have a productive influence on science.

Within the confines of these models, we find strong arguments against the
credit-only view advocated by Boettke and O’Donnell.®” In these models,
communities of scientists motivated by credit were always inferior to those
also motivated by truth. The hybrid view wins out over the credit-only view
in these settings.

Of course these models are limited in two critical ways. First, they ideal-
izing assumptions about the structure of the scientific community and about
individual scientists. Real scientists and scientific communities are more
complicated than our models, and it is always possible that a critical causal
factor has been left out. In each section, I have argued why I do not think
the models have critical lacunae, but this remains a possibility.

Beyond the idealization of the models, this paper only addresses two types
of decisions that scientists might face: how much time to dedicate two one
of two scientific projects or to non-scientific endeavors. There are a wide
array of other decisions confronted by scientists. As noted in section I, many
scholars have investigated how the credit-motive shapes a number of scientific

5"TBoettke and O’Donnell “The Social Responsibility of Economists,” op. cit.
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decisions. Less is known about how scientists would behave under the truth-
only or hybrid motivations (see Bright’s work for a notable exception).>
Significant work remains. Scientists make many choices over their ca-
reers. Different sciences confront inquirers with varying trade-offs. The credit
norms vary across scientific cultures. But, if we ever hope to develop a robust
sense of scientific rationality this multifaceted project must be undertaken.

VII. APPENDIX: FORMAL RESULTS

In this appendix, I generalize some of the result from earlier sections to more
general scientific production, leisure, and credit functions. In addition, a few
claims made in the text are proven.

VII.1. Science and leisure.

VII.1.1. Without credit. To begin, Prof. Crusoe chooses between science
and leisure. Crusoe’s utility function is given by u(z) = s(z) + I(x), where
s is interpreted as science and [ as leisure. Science and leisure are both
enjoyed by Crusoe, so s(z) is increasing in x and [(x) is decreasing in z. For
mathematical convenience assume both functions are twice differentiable.
Finally, both science and leisure feature decreasing marginal utility for him,
so §”(x) < 0 and "(x) < 0.

Crusoe will choose z in order to maximize his utility function. The max-
imum of the utility function occurs where §'(z) < —I'(z) and if z > 0,
§'(x) = —I'(x). That is, he chooses z so that the rate of gains from scientific
production equal the rate of loss from being unable to do other things.

Now consider a community of n > 2 scientists. Each scientist ¢ chooses
an amount of effort to dedicated to science x;. This produces a vector of
labor choices, denoted by x = (x1,xs,...,2,). Now each scientist’s utility
function has the form:

w;(x) = s(X) + Li(x;)

I will use X to represent the total weighted contributions to science, X =
> wix;. The weight terms w; are used to represent differential ability lev-
els for different scientists. Higher w; corresponds to ¢’s labor being more
efficiently converted into truths. I will normalize w; > 1.

8Bright, “On Fraud” op. cit.
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Since s represents the truths gained from science, the s function is the
same for every scientist. There are decreasing marginal gains from engaging
in more science and increasing marginal losses from losing additional time
for other things. But, scientists might value leisure differently, so we do not
assume identical /; functions.

What would a social planner do? We assume the social planner can force
each individual scientist’s hand. The social planner desires to maximize the
total utility in the society.?® The social planner wants to choose an allocation,
x° for each scientist that maximizes the total aggregate scientific output
minus the total cost from lost time doing other things. Mathematically, the
social planner wants to maximize

Z S(X) + L)

This occurs when for every 1,

T S+ ) <0 ()
J

In words, the social planner will allocate an amount of effort to each scientist
such that the marginal costs of doing more science imposed on that scientist
are equal to the marginal total social good generated by that scientist for all
members of the community.

The Nash equilibrium is a set of allocations, x* which satisfies the follow-
ing set of constraints,

d *
J#i

Here each individual chooses an x; where the marginal gains to her for par-
ticipating in more science equal the marginal loses from losing out on other
things.

Under these, relatively weak assumptions, our community faces a social
dilemma. The total amount allocated to science will be less in the Nash
equilibrium than would be regarded as optimal by the social planner.

59This is not to say there is, or should be, any such person. It merely represents a
heuristic tool for finding the socially optimal state. To engage in these calculations we
must assume that we have some method for the interpersonal comparison of utility so that
the sum of utilities is meaningful.
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Proposition. Whenever the socially optimal state involves some scientific
effort, total scientific labor in the socially optimal state is higher than in the
Nash equilibrium. That is, if X° >0, then X° > X*

Proof. There are two relevant cases.

Case 1: For all ¢ such that 27 > 0, 7 > ] — that is, every agent who
contributes to science in the Nash equilibrium contributes more in the socially
optimal state. In this case the theorem is obviously true because for all j,
x; > 0.

Case 2: There exists an i such that 27 > 0 and zf > z?. Because [}
is decreasing, this entails that [j(z7) > [i(2]). Letting X_; = > ., w;x;,
equation 2 is equivalent to

w;s' (wizy + X7;) < —li(x7)

Since x7 > 0, then w;s'(X*) = —l}(x}).
Similarly, equation 1 is equivalent to

nw;s' (wiz; + X°;) < —li(z5)

The preceding two equations entail that w;s'(X*) < w;ns'(X°), which also
entails §'(X*) > §/(X°). Because s’ is decreasing this entails that X° >
X O

A usual characteristic of social dilemmas is that the socially optimal so-
lution is regarded as superior to the Nash equilibrium by every member of
the society. In more technical terminology, the socially optimal solution is
Pareto superior to the Nash equilibrium.

Because of the asymmetries present in this model, the social optimum
need not Pareto dominate the Nash equilibrium. If we assume all scientists
are identical in their abilities and desire for leisure, then the socially optimal
allocation is better for every scientist than the symmetric Nash equilibrium
allocation. (These are merely sufficient, but not necessary conditions for the
socially optimal allocation to be Pareto superior to the Nash equilibrium.)

Proposition. If [, = [; and w; = w; for all i and j and X° > 0 then
assuming that x* is a symmetric Nash equilibrium, for all i, u;(x°) > u;(z*)

Proof. Because w; = w; we can assume without loss of generality that w; = 1.
The symmetry conditions imply that the the socially optimal allocation must
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involve the same effort level for every scientists, r; = z;. By the definition
of the socially optimal state, it is the case that:

D si(X0) + lia) > Z $i(X*) + li(x])

)

Because of the symmetries in the system, this is equivalent to (for arbitrary
i):

si(X°) + li(a7) = 5i(X7) + li(27])
By the previous proposition, x° # x*. Because of the assumptions about the
structure of s; and [;, this entails the inequality is strict. O]

VII.1.2.  With credit. Assume the same heterogeneous community of indi-
viduals as before, but now in addition to the direct benefits from the genera-
tion of truth, the individuals benefit by receiving credit. I will again assume
an additively separable utility function:

wi(x) = s(X) + li(x;) + iz, v—)

¢i(x;, x_;) represents the expected credit for individual i receives from
allocating effort x; when the other’s choose effort according to the vector x_;.
Credit is always preferred by the scientists (¢; > 0), and the expected utility
of credit is increasing in the first argument. We make no assumptions about
how credit is sensitive to other arguments — how scientist ¢ is effected by an
increase or decrease in scientist j’s effort. The relationship might plausibly
go either way. On the one hand, other scientists working on an approach
might increase its probability of success, thus increasing the likelihood that
1 gets credit. On the other hand, other’s effort might crowd out ¢ and reduce
her expected credit. Finally, ¢; features decreasing marginal gains in z; and
is twice differentiable.

In a credit economy the Nash equilibrium allocation x¢ satisfies these
constraints:

wis'(wirf + XG) + G(2f) + ¢i(af, 25) <0

Proposition. Assuming that there is some scientific production under credit,
X% >0, the total amount of science is higher in the Nash equilibrium under
the credit system than without credit. That is X¢ > X*
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Proof. A similar proof strategy works here as above. Suppose an agent 17
such that 7 > 2% and 27 > 0. Because [’ is decreasing, this entails that

U'(z§) > U'(x}). Since z¥ > 0, then w;s'(X*) = —l;(z}) and w;s'(X¢) <
—1;(2¢) — c;(x%, 2,). Because ¢, > 0, this entails that w;s'(X*) > w;s'(X°)
which entails that X¢ > X*. [

VIL.2.  Two projects. Now we consider a problem where scientists are choos-
ing between two scientific projects.

VIL.2.1. Without credit. There is a community of scientists each of whom
must allocate effort to one of two projects s and ¢. I will here use an even
more general utility function than before. Instead of assuming that the total
scientific productivity is a function of a weighted sum of effort, we assume it
is any function whatsoever of the vector of effort.

Each individual scientist acts to maximize the following utility function,®

u;(x) = s(xg, x—) +t(1 — 2,1 —2)
The socially optimal state occurs where (when 1 > z; > 0):

0
8137;

ns(xj,rv_j) = —=—nt(l —x;,1 —z_;)

Ox;

If we now turn our focus to individual allocations, the conditions on Nash
equilibria, x* are (again when 1 > z; > 0)

d
i si(xg, ") = _dxiti(l —xz; 1 —a*)

which is equivalent to the socially optimal state for all functions.

Because the Nash equilibrium is always socially optimal in this setting,
the addition of credit cannot — by definition — improve the situation. Some
credit functions may have no effect on the Nash allocation, and as a result
the credit-motive does not harm the community. But, other credit functions
will lead to a misallocation.

60T will abuse notation slightly and write 1 — z_; to represent the vector made by
subtracting each element in z_; from 1.
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VIL.2.2. Credit only. Suppose now two scientists who are only motivated
by credit and credit is allocated according to the conditional marginal credit
rule discussed above. That is, a scientist receives credit for her work on a
project only if that project succeeds. If the project succeeds, then the amount
of credit she receives is proportional to her marginal contribution.

Formally, scientist 1’s utility function is:

wi(z,y) =V +y (Ve +y—y)
+b\/2—x—y<b\/2—x—y—b\/1—y>
Scientist 2’s utility function is the same, with x and y reversed.

If there is an interior solution, the derivative of these functions will be
zero. For scientist 1’s utility function, this occurs when

1 y

_—_bQ(l_ 1y >:
2y/y(z +y) 2y/(1—y)(2—x—y)

This is equivalent to:

/ | 11—y
2(1 — %) = L—b2 P
( ) r+y 2—x—y

For scientist 2, the constraint is:

T 1—=x
20-0) =y e,

these are only jointly satisfiable when b = 1. Therefore, when b # 1, there
will be no interior solution. That means, at least one scientist is dedicating
all of her time to a single project.
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